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Applied Statistics for Data Science

LECTURE 1: REVIEW OF PROBABILITY: AXIOMS, RULES, AND APPROXIMATION
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Applied statistics is a foundation upon which data science has been built. Through statistical

Overview:

methods, analysis, and an emphasis on real-world data, applied statisticians seek concrete

solutions to tangible problems.
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< What is Probability? Cadt G alSo y o tas

* ""Probability is a measure of the likelihood of an event to occur. Many events cannot be -
Ol Goa oA r )l coad sl X
predicted with total certainty. Y2 - 4 e 7

* Using probability, one can predict only the chapce of an event to occur, i.e., how likely they are going to
——

happen. P D1 GoP <o r Q_-—-h_l- : P
* Forexample, when a coin is tossed, there is a probability to get hgads or tails.
* Probability can be reduced to three axioms. @ ®
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% What do we mean by an axiom? (; () 6\:‘5)\:‘\5 - -, -

* Anjaxiom is typically something that is mathematically self-evident.

* More precisely, anaxiom is a statement which we have assumed to be true. That is, there is

no proving an axiom.

* In orderto upderstand the axioms for probability, Lets deflne the foIIowmg
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* The sample space is comprlse?- ubsets called events E; Es, ..., Ey,.
* Assume that there is a way of assigning a probability to any event E.

—

* The probability of the event E is denoted by P(E).
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¢+ Axioms of Probability:

Axiom 1:
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. For any event E, P(E) >0

P(E) =0 &— OmirTia

* - The smallest value for P(E) is zero if P(E!=0 , then, the event E may considered impossible

* - probability cannot be negative.

Axiom 2: < _—_--,.;n)‘l\.‘ﬂ;\:),ow‘
. Probability of the sample space Sis P(S)=1 = loa?
« —ije, 100 percent
c - S contains all possible outcoms, thus, the outcome of each trial always belongs to S which
means the event S always occurs P(S)=1. S U-( Z\r' ..l_dl u,-— Ql_pd\u‘ NHEX'Y

*  For example: when rolling the dice S={1,2,3,4,5,6}, and since the outcome is always among the

numbers 1 through 6, P(S)=1.
e
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« |IfEy, E, E;, ... are disjoint events , then E‘- E;— E"

* 2 P(E1YE2 U E3 U -+ )=P(Eq)+P(E2)+P(E3)* ... EVE
* — The basic idea of axiom 3 if some events are disjoint (i.e., there is no overlap between ' <

them), then the probability of their union must be the summations of their probabilities.
20y Yo7
*  Forexample: In a presidential election, there are four candidates. Lets call them A, B, g_,andg;

Based on the polling analysis, you estimate that A has a 20 percent chance of winning the

election, while B has a 40 percent chance of winning. What is the probability that A or B win the

election? U ’_'_,-,'\_,;\ o;Ptz-.:\:sl .70\:.-’\-:&\:_))\:;\ éf\h

Solution:

The events {A wins}, {B wins}, {C wins}, and {D wins} are disjoint events.

From axiom 3 : P(A wins or B wins) = P({A wins} U {B wins}) m
= P({A wins}) U P({B wins}) m

=0.2+0.4

=06 oy U =

: P(Aor B) = P(AUBR) = @) + P(B)

H2 & oy = &6
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** Rules of Probability:

Definitions:

*Two events are mutually exclusive or disjoint if they cannot occur at the same time.

*The probability that Event A occurs, given that Event B has occurred, is called a conditional probability.
The conditional probability of Event A, given Event B, is denoted by the symbol P(A|B).

*The complement of an event is the event not occurring. The probability that Event A will not occur is
denoted by P(A'").

*The probability that Events A and B both occur is the probability of the intersection of A and B. The

probability of the intersection of Events A and B is denoted by P(A n B). If Events A and B are mutually

exclusive, P(A n B) = 0.
*The probability that Events A or B occur is the probability of the union of A and B. The probability of the
union of Events A and B is denoted by P(A U B) .

*If the occurrence of Event A changes the probability of Event B, then Events A and B are dependent. On
the other hand, if the occurrence of Event A does not change the probability of Event B, then Events A and

B are independent.
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Axiom 3:

* |IfEy, E, E;, ... are disjoint events , then

e > P(E{UE;UE3U - )=P(E;)+P(E;)+P(E3)+...

* — The basic idea of axiom 3 if some events are disjoint (i.e., there is no overlap between
them), then the probability of their union must be the summations of their probabilities.

»  Forexample: In a presidential election, there are four candidates. Lets call them A, B, C, and D.
Based on the polling analysis, you estimate that A has a 20 percent chance of winning the

election, while B has a 40 percent chance of winning. What is the probability that A or B win the

election?

The events {A wins}, {B wins}, {C wins}, and {D wins} are disjoint events.
From axiom 3 : P(A wins or B wins) = P({A wins} U {B wins})
= P({A wins} ) U P({B wins})
=0.2+0.4
=0.6
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**Rules of Probability: o e

Definitions: = omr L Zasn 20

*Two events are mutually exclusive or disjoint if they cannot occur at the
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*The probab|I|ty that Event A occurs, -that Event B has occurred,
\d\a_.‘_ﬂd\
called a co ndltlonal probability. The conditional probability of Event A, given
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Event B, is den?t?d by the symbol P(A]|B). ¢ gven ) B }_,,.JAJ,,»LS\.M\

*The complement of an event is the event not occurring. The probabilit

R
that Event A will not occur is denoted by P(A'). Sob ::9»3?(45- daon
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*The probability that Events A and B bgth occur is the probability of
o

the mﬁumn of A and B. The probability of the intersection of

Events A and B is denoted by P(A n B). If Events A and B are-mutually

exclusive, P(A n B) = 0.

*The probability that Events Acor B_occur is the probability of
(A

the union of A and B. The probability of the union of Events A and B

is denoted by PIAUB). SLé' plao' 2 3 & A Sy 68
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**Rules of Probability:
Definitions:
*If the occurrence of Event A changes the probability of Event B, then

O.w_;:n—f-
Events A and B are dependent. On the other hand, if the occurrence

of Event A does not change the probability of Event B, then Events A
-_— - _ —
and B are in ndent.
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¢ Rules of Probability:
* Rule of Subtraction: ZR eerle 1
The probability that event A will occur is equal to 1 minus the probability that event A
will not occur.

P(A)=1-P(A)

(i 1) o et i

Suppose, for example, the probability that Bill will graduate from college is 0.80. What is the

probability that Bill will not graduate from college?

Based on the rule of subtraction, - _
* The probability that Bill will graduate is P(A) P(A) =h- (AJ
* The probability that Bill will not graduate is P(A') =1 -0:2
+ 080=1-P(A) > P(A)=1-080=0.20. = 020
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| * Rule of Multle__f_catlon
_[\") f‘b 69i \J\J"
. | The probablllty that Events A and B bot

jo e Lo resdy Jome sILIsN
ﬁr(ccur is equal to the probablllty that Event A_

occurs times the probability that Event B occurs, given that A has occurred. A I
Canp=pmreal [ pAOBI= PrY- RS |V

Example: @) saterp? |
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An urn contains 6 red marbles and 4 black marbles. Two marbles are /P")
FL s\ o
drawn wr_:hou‘t rIepoa’cemgnt from the urn. What is the probability that both of
the marbles are black? NP P(B/ﬂ'J - P(B)

Let’s state that :(B)= the event that the first marble is black;
and IeO= the event that the_second marble is black.
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PAOE) = PR « P(B/p) = Y€ - 2= 12-01

ge 12,37

Continue ...
* Rule of Multiplication:

Solution Continue:

From the question we know the following:

*In the beginning, there are 10 marbles in the urn, 4 of which are black. Therefore,
P(A) = 4/10.

____#

*After the first selection, there are 9 marbles in the urn, 3 of which are black.

Therefore, P(B|A) = 3/9.

Therefore, based on the rule of multiplication: 4
P(A n B) = P(A) * P(BIA)
P(A n B) = (4/10) * (3/9) = 12/90 = 2/15 = 0.133

e
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* Rule of Addition: L
The probability that Event Avent B occurs is equal to the probability that
Event A occurs plus the probability that Event B occurs minus the probability
that both Events A and B occur. > X

JPauB =P®) +P@)-PANB) |

Note: Invoking the fact that P(A N B) = P(A )I_’(_BM ), the Addition Rule can

also be expressed as:

P(A UB)=P(A)+P(B)-P(A)P(B|A)
¥ &= BEFHA 5y St G- wlame |

12 o2) Vaer  (RUDB)  =bcle anadl Tia
¢ (RUB)= P(A)+PR- P(RAD arlions 530531 Lis v
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Continue ...

* Rule of Addition:

Example:

A student goes to the library. The probability that she checks out (a) a work of
fiction is 0.40, (b) a work of non-fiction is 0.30, and (c) both fiction and non-
fiction is 0.20. What is the probability that the student checks out a work of

fiction, non-fiction, or both?
P(F)=04  P(N)-03
P(FUN)= P(E)+ P(ND- P(FAN)

= 0Y 30> —0-¢ =

oS

13

Continue ...
e Rule of Addition:

Solution:
* Let F = the event that the student checks out fiction;
« and let N = the event that the student checks out non-fiction.
» Then, based on the rule of addition:
P(FuN) = P(F) + P(N) - P(Fn N)
P(FuN) =040+ 0.30-0.20 = 0.50

14
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