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Advanced Health Data Analytics:
A Statistical Deep Dive

Leveraging Regression & Inference for Healthcare Research
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The Core Challenge in Health Research

* Ideal World (RCTs): Randomize patients into treatment and control l s D
groups. This is the gold standard for establishing causality (e.g., drug Ve v

trials).

* Real World (Observational Data): We often analyze pre-existing data
where assignment was not random (e.g., patients who chose a
surgery vs. those who didn't, EHR data). XY

* The Fundamental Problem: How do we isolate the effect of vV Vv
a treatment or exp osure.on a health outcome@fsr?)m other da
influencing factors (confounders)?
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The Essential Tool: Linear Regression
(Linear Regression) ozl jlazill :duwlwll 81
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* Purpose: To model the linear relationship between a dependent (¥ « 5
(outcome) Variableamdone or more mdependent (predictor) '-'-’.,,.\ -
variables. < X y

* The Core Equation: Y = o + B1X; + €

. @Health Outcome (e.g., HbAlc level, length of hospital stay, patient "ndﬁp“'”‘& d?f)?ﬂ‘"{
satisfaction score) Prdrcker subCon®

. Primary Predictor (e.g., drug dosage, type of surgical procedure, exposure

0 a pollutant)
* B1: Regression Coefficient: The estimated change in the outcome Yfor a one- /

unit change in X;, holding other factors constant.
* Bo: Y-Intercept: The expected value of Y when all predictors are zero. az p°.|. 6’79-8
* €: Error Term; The part of the outcome not explained by the model (residual). l \‘
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Finding the "Line of Best Fit"

* The goal is to find the line

that minimizes the sum of squared -3+
re5|dua|s iSSR) J

* Residual (€) = Observed Y -

Predlcted Y (Y)
A smaller SSR indicates a model
—

that more accurately predicts the

observed data. This method is

known as Ordinary Least Squares
(OLS) estimation.
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Interpreting Key Outputs for Clinical Insight

* Coefficient (B1): The effect size. J= B+t B\ A

* Example: Fof X;(Drug Dosage in mg) an LDL Cholesterol in mg/dL), By = w= Y= -0:.3%
0.8 means that for each additional 1mg of'the drug, LDL is expected to decrease by \ A

0.8 mg/dL, ceteris paribus.

P-value: Tests the null hypothesis (Ho: 1= 0). A low p-value (< 0.05)
provides evidence that the observed effect is statistically significant and

unlikely due to random chance. (66 /
e Confidence Interval (Cl): A 95% Cl for B, provides a range of plausible ¢~ =~
values for the true effect size. If the Cl does not include O, the effect is qs? s/

significant at the 5% level.

* R? (R-squaredL: The proportion of variance in the outcome variable that is
explained by the model. An R? of 0.30 means 30% of the variation in the
health outcome is accounted for by the predictors.
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The Power of Multiple Regression /|

(Multiple Regression) »a=iall II_L:_iHI b5gd

A nl!/‘?
* The Extended Equation: Y = Bo + B1X1 + B2Xo + B3Xs + ... + €

* This is the key to solving the confounding problem. It allows us to8 =Bt 3“#\1-3::;
statistically "control for" other variables. r B34 Buxy

* Health Example: X%

(v Vs
* We want to study the effect of X; (New Therapy) on Y (Recovery Time). -
. AT ==L s> )
e X, (Patient Age) and X3 (Disease Severity Index) are also major determinants /

of recovery time.

P |
* By including X; and Xs in the model, the coefficient B, for the new therapy py s KA
represents its effect after accounting for the differences in age and disease &)_\ § Xa
severity between the groups. This isolates the therapy's effect more cleanly. u;,;' A Xs
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A Critical Threat: Omitted Variable Bias

e Definition: Bias that occurs when a variable that is a common cause
of both the independent and dependent variable is left out of the

model.

* Consequence: The estimated effect of your primary predictor (B1)
is biased and misleading.

* Clinical Example: You find that Coffee Consumption
(X4) predicts Heart Disease (Y). But if you fail to control for Smoking
Status (Z), your estimate for coffee is biased because smokers often
drink more coffee and have higher heart disease risk. The model
wrongly attributes smoking's effect to coffee.
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Essential Regression Assumptions (IV&V)

1.Linearity: The relationship between X and Y is linear. (Check with
scatterplots).

2.Independence: Observations are independent of each other (e.g., not
repeated measures on the same patient without adjustment).

3.Homoscedasticity: The variance of the errors is constant across all values
of X. (Check with Residual vs. Fitted plot).

4.Normality: The residuals (errors) are approximately normally distributed.
(Check with Q-Q plot).

5.No Perfect Multicollinearity: Predictor variables are not perfectly
correlated with each other (e.g., don't include both "weight in kg" and

"weight in lbs"). a3l Zgusbed L3
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Correlation vs. Regression in Health Context

Feature Correlation (r)

. Strength & direction of a linear
What it measures &

relationship
Range -1to +1
Units Unitless

"Are these two variables

K ion .
ey Questio associated?"

Causality Never implies causation

Regression ()
Size and direction of an effect

-oco {0 +oo
Expressed in units of Y / units of X

"How much does Y change for a
unit change in X?"

Can support causal inference if
design is strong (e.g., controls for
confounders)



Correlation vs. Regression in Health Context
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Conclusion: From Data to Decisions

* Regression analysis is the workhorse of modern health services
research, epidemiology, and outcomes research.

* It transforms raw, observational data from EMRs, claims, and surveys
into evidence.

* The validity of this evidence hinges on robust model
specification(including the right controls) and rigorous testing of
assumptions.

* When applied correctly, it empowers healthcare administrators and
clinicians to evaluate interventions, assess risk factors, and ultimately,
improve patient care and resource allocation
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MCQs

* 1. In a regression model predicting patient systolic blood pressure
(Y) based on sodium intake (X), a coefficient (B1) of 2.5 would be
interpreted as:

A strong positive correlation between sodium and blood pressure.

@For every 1-unit increase in sodium intake, blood pressure is
expected to increase by 2.5 units, holding other factors constant.
c) Sodium intake explains 2.5% of the variation in blood pressure.
d) The relationship is statistically significant with a p-value of 2.5.



e 2. The primary statistical method used to find the line of best fit in
linear regression is:
a) Maximizing the R-squared value.
@)A{\/Iinimizing the sum of squared residuals.
c) Ensuring the residuals are normally distributed.
d) Calculating the correlation coefficient.

3. A key advantage of multiple regression over simple linear
regression in health research is its ability to:
a) Establish causation from observational data.

@ Control for confounding variables.
c) Guarantee a normal distribution of the outcome variable.
d) Prove a hypothesis is true.



* 4. Omitted variable bias occurs when:
a) The sample size is too small.
The p-value is greater than 0.05.
@A relevant variable that affects both the predictor and outcome is
left out of the model.
d) The relationship between variables is non-linear.

* 5. If a 95% confidence interval for a regression coefficient ranges
from 1.2 to 3.8, what is the correct interpretation?
The result is not statistically significant.
We are 95% confident the true population effect lies between 1.2
and 3.8.
c) There is a 5% chance the null hypothesis is true.
d) The R-squared value is 0.95.



* 6. The R-squared value in a regression model indicates:
a) The statistical significance of the predictors.
The probability that the model is correct.
C?))\Whe proportion of variance in the outcome explained by the model.
d) The strength of the correlation between each predictor and the
outcome.

e 7. Which of the following is NOT a standard assumption of linear
regression?
a) Homoscedasticity
b) Normality of residuals

@/Iulticollinearity between predictors

d)\Linear relationship between independent and dependent variables



8. A p-value of 0.03 for a regression coefficient suggests:
a) There is a 3% probability the null hypothesis is true.
b) The coefficient is clinically significant.
@There is @ 3% chance of observing such an effect if the null
hypothesis were true.
d) The effect size is very large.

* 9. In healthcare, observational data for regression analysis often
comes from:
Only randomized controlled trials (RCTs).
b) Electronic medical records (EMRs) and claims data.
c) Perfectly controlled laboratory experiments.
d) A single, homogenous patient group.



* 10. What does the error term (€) in the regression equation
present?
a) The difference between the predicted and observed values of the
outcome.
b) The effect of the independent variable.
c) The y-intercept of the model.
d) The correlation coefficient.

e 11. If two predictor variables (e.g., "weight" and "BMI") are
extremely highly correlated, it violates the assumption of:
a) Homoscedasticity

Normality
-No perfect multicollinearity

d) Independence

)




* 12. A residual plot that shows a random scatter of points around
zero indicates:
a) The assumption of linearity is violated.
(b) The assumption of homoscedasticity is likely met.
c) The model has omitted variable bias.
d) The R-squared value is high.

e 13. Correlation (r) and regression slope (B) are related, but a key

difference is:

a) Only correlation can be negative.

b) The regression slope provides an estimate of the magnitude of
change.

c) Only regression can be used with continuous variables.

d) Correlation requires a larger sample size.



* 14. The primary reason random assignment in an RCT minimizes
confounding is that it:
Guarantees a large sample size.
Ensures the groups are equivalent, on average, on both observed
and unobserved factors.
c) Makes regression analysis unnecessary.
d) Eliminates measurement error.

» 15. In the model Hospital Stay = Bo + B1(Surgery Type) + B2(Age) + &,
the coefficient B, represents:
The correlation between surgery type and age.
he effect of surgery type on hospital stay, after accounting for
differences in patient age.
c) The effect of age on hospital stay, after accounting for surgery type.
d) The overall average hospital stay.



